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Why Representation Learning for Fairness?

Image Credit: Richard Zemel

Goal:

Find a representation Z that removes information about sensitive attributes

Then, vendors can do whatever they want!

i.e., Separate the fairness responsibility of the (trusted) society and (untrusted) vendors.
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Representation Learning via Prototypes

Prototype representation

x̂i :=

K∑
k=1

P{z = k | xi}vk

Xn := {x1, . . . , xn}: examples

K: the number of prototypes

vk: the k-th prototype

P{z = k | x}: the weight of the k-th prototype for x, i.e.,

P{z = k | x} :=
e−d(x,vk)∑K
k=1 e

−d(x,vk)
,

where d(x, v) is a distance, e.g., d(x, v) :=
∑D

d=1 αd|xd − vd|2, where D is the dimension
of examples.

learnable parameters: vk, αd
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Information Loss

information loss

Lx :=
N∑
i=1

∥xi − x̂i∥2

An reconstructed example x̂i from prototypes is similar to the original example xi.
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Fairness Constraint

statistical parity

Lz :=

K∑
k=1

∣∣∣∣∣∣ 1

|X+|
∑

x+∈X+

P{z = k | x+} − 1

|X−|
∑

x−∈X−

P{z = k | x−}

∣∣∣∣∣∣
X+ ⊆ Xn: examples with sensitive attributes

X− ⊆ Xn: examples with non-sensitive attributes

Demographic parity?

Definition (demographic parity)

P

{
Ŷ = 1

∣∣∣ A = 0
}
= P

{
Ŷ = 1

∣∣∣ A = 1
}
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Classification Loss

binary cross-entropy

Ly :=

N∑
i=1

−yi log ŷi − (1− yi) log(1− ŷi)

A binary classifier: ŷi =
∑K

k=1P{z = k | xi}wk

Learnable parameters: wk ∈ [0, 1]
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Learning Objective

objective function

min
vk,αd,wk

λxLx + λzLz + λyLy
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Results

Discrimination (measuring statistical parity):∣∣∣∣
∑

i:xi∈X+ ŷi

|X+|
−

∑
i:xi∈X− ŷi

|X−|

∣∣∣∣
Achieves high accuracy while satisfying the fairness constraint
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